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ITERATIVE SCHEME GENERATING METHOD BEYOND
ISHIKAWA ITERATIVE METHOD

ATSUMASA KONDO

Abstract. We propose an iterative scheme generating method to ad-
dress common �xed point problems. Our approach yields diverse iter-
ative schemes for �nding common �xed points. The derivative results
include the Ishikawa iterative method and its variations. An application
to the variational inequality problem is provided to illustrate the use-
fulness of our method. The class of mappings we target is general. This
category includes nonexpansive mappings and various other types, even
those that lack continuity.

1. Introduction

Let H be denote a real Hilbert space with an inner product h�; �i. The
norm k�k in H is de�ned by kxk =

p
hx; xi. Consider a mapping S from

C into H, where C is a nonempty subset of H. Following convention, we
denote a set of �xed points of S by

F (S) = fx 2 C : Sx = xg :
As a �xed point represents a crucial point, such as a solution to a vari-
ational inequality problem under appropriate settings, numerous studies
have investigated iterative methods to approximate �xed points of nonlinear
mappings. Among others, in 1974, Ishikawa [11] introduced the following
iterative scheme:

x1 2 C : given,(1.1)

zn = �nxn + (1� �n)Sxn;
xn+1 = anxn + (1� an)Szn

for all n 2 N, where S : C ! C is a nonlinear mapping, an; �n 2 [0; 1] are
supposed to satisfy appropriate conditions such as �n ! 1. The iterative
rule in (1.1) is a kind of two-step iterative methods, which coincides with
the Mann type [26] when �n = 1 for all n 2 N.
Kondo proved the following theorem in a 2023 article:

Theorem 1.1 ([20]). Let C be a nonempty, closed, and convex subset of
H. Let S; T : C ! C be quasi-nonexpansive and mean-demiclosed mappings
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2 ATSUMASA KONDO

such that F (S) \ F (T ) 6= ;. Let PF (S)\F (T ) denote the metric projection
from H onto F (S) \ F (T ). Let fang, fbng, and fcng be sequences of real
numbers in the interval [0; 1] such that an + bn + cn = 1 for all n 2 N,
limn!1anbn > 0, and limn!1ancn > 0. De�ne a sequence fxng in C as
follows:

x1 2 C : given,(1.2)

xn+1 = anxn + bn
1

n

n�1X
k=0

Skzn + cn
1

n

n�1X
l=0

T lwn

for all n 2 N, where fzng and fwng are sequences in C that satisfy

(1.3) kzn � qk � kxn � qk and kwn � qk � kxn � qk
for all q 2 F (S) \ F (T ) and n 2 N. Then, the sequence fxng converges
weakly to a point bx � limn!1 PF (S)\F (T )xn 2 F (S) \ F (T ).
Iterative schemes using mean-valued sequences have been studied since

Baillon [3], Shimizu and Takahashi [30], and Atsushiba and Takahashi [2].
For a version such as (1.2), refer to Kondo and Takahashi [24]. In Theorem
1.1, a �mean-demiclosed mapping�means that any weak cluster point of a
mean-valued sequence de�ned as (1.2) is a �xed point. This class of map-
pings contains nonexpansive mappings as special cases, with more general
types of mappings falling under the purview of this theorem. For further
details and recent advancements regarding mean-valued sequences, consult
Kondo [18, 20, 22] and the articles cited therein.
For the sequences fzng and fwng in Theorem 1.1, only the conditions

in (1.3) are required. Thus, setting zn = �nxn + (1� �n)Sxn and wn =
�nxn + (1� �n)Txn, the following two-step iterative method is derived.

zn = �nxn + (1� �n)Sxn;(1.4)

wn = �nxn + (1� �n)Txn;

xn+1 = anxn + bn
1

n

n�1X
k=0

Skzn + cn
1

n

n�1X
l=0

T lwn;

where an initial point x1 2 C is given and �n; �n 2 [0; 1] are coe¢ cients of
convex combinations without any restrictive conditions. It can be veri�ed
that zn and wn in (1.4) satisfy the conditions in (1.3). By interchanging the
roles of S and T , we obtain the next iterative method:

zn = �nxn + (1� �n)Txn;(1.5)

wn = �nxn + (1� �n)Sxn;

xn+1 = anxn + bn
1

n

n�1X
k=0

Skzn + cn
1

n

n�1X
l=0

T lwn:

Notice that zn (respectively wn) in (1.5) only depends on the mapping T
(respectively S), at least directly. The sequences fzng and fwng in (1.5) also
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satisfy the conditions in (1.3). Furthermore, three-step iterative methods are
derived from (1.2). For instance,

wn = �nxn + (1� �n)Txn;(1.6)

zn = �nxn + (1� �n)Swn;

xn+1 = anxn + bn
1

n

n�1X
k=0

Skzn + cn
1

n

n�1X
l=0

T lzn:

The sequences fzng and fwng in (1.6) satisfy the conditions in (1.3). For
further elucidation on this point, refer to the proof of Corollary 4.5 in this
article. Regarding three-step iterative methods; see Noor [28]. Four-step
and more general iterative schemes are generated from Theorem 1.1. In
this sense, this method may be called an iterative scheme generating method
using mean-valued sequences. By integrating this method with projection
methods, Kondo [22] obtained strong convergence theorems.
This study presents a novel iterative scheme generating method to address

common �xed point problems without relying on mean-valued sequences.
Our method yields various types of iterative schemes for locating common
�xed points. The derived results encompass the Ishikawa iterative method
and its variant (see Corollary 4.2 in this article). Additionally, we provide
an application to the variational inequality problem to illustrate the util-
ity of our method. We target a broad category of mappings characterized
by quasi-nonexpansive and a condition regarding the demiclosedness. This
class encompasses nonexpansive mappings and various other types, includ-
ing mappings that are not continuous.
The structure of this article is as follows: Section 2 provides background

information. In Section 3, the main theorem of this study is established.
Section 4 introduces various iterative schemes derived from the main theo-
rem. Section 5 applies to the variational inequality problem. As previously
mentioned, the mappings targeted in this study are not limited to nonexpan-
sive mappings. In Section 6, as an appendix, we present classes of mappings
addressed in this study with an example.

2. Preliminaries

In this section, we summarize preliminary information. Let fxng be a
sequence in a real Hilbert space H and let x 2 H. Strong and weak conver-
gence of fxng to x is denoted by xn ! x and xn * x, respectively. We know
that xn * x if and only if for any subsequence fxnig of fxng, there exists a
subsequence

�
xnj
	
of fxnig such that xnj * x. It holds that if xn * x and

yn ! y, then hxn; yni ! hx; yi.
Let C be a nonempty, closed, and convex subset of H. A mapping S :

C ! H is called nonexpansive if kSx� Syk � kx� yk for all x; y 2 C. A
mapping S with F (S) 6= ; is called quasi-nonexpansive if
(2.1) kSx� qk � kx� qk for all x 2 C and q 2 F (S):
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A set of �xed points of a quasi-nonexpansive mapping is closed and convex;
see Itoh and Takahashi [12]. A mapping I �S : C ! H is called demiclosed
if

(2.2) xn � Sxn ! 0 and xn * p =) p 2 F (S);
where I represents the identity mapping. In this article, we shed light on this
type of mappings, in other words, quasi-nonexpansive mappings that sat-
isfy the condition (2.2). This class of mappings encompasses nonexpansive
mappings with �xed points:

Proposition 2.1. Let S : C ! H be a nonexpansive mapping with a �xed
point, where C is a nonempty, closed, and convex subset of H. Then, S is
quasi-nonexpansive and I � S is demiclosed.
A proof of Proposition 2.1 is found in Takahashi [31]. This class of map-

pings includes more general types of mappings than nonexpansive mappings.
To demonstrate the breadth of results obtained in this study, we introduce
various classes of mappings that are quasi-nonexpansive with the condition
(2.2) in Section 6.
Let F be a nonempty, closed, and convex subset of H. For any x 2 H,

there exists a unique element p 2 F that satis�es kx� pk � kx� qk for all
q 2 F . This mapping x 7�! p is called a metric projection from H onto F ,
denoted by PF . A metric projection PF is nonexpansive and satis�es the
inequality

(2.3) hx� PFx; PFx� qi � 0
for all x 2 H and q 2 F . Conversely, if p 2 F satis�es hx� p; p� qi � 0
for all q 2 F , then p = PFx.
The following lemmas are utilized in the proof of the main theorem:

Lemma 2.1 ([33]). Let F be a nonempty, closed, and convex subset of H,
let PF be the metric projection from H onto F , and let fxng be a sequence
in H. If kxn+1 � qk � kxn � qk for all q 2 F and n 2 N, then fPFxng is
convergent in F .

Lemma 2.2 ([27, 37]). Let x; y; z 2 H and let a; b; c 2 R such that a+b+c =
1. Then, the following equation holds:

kax+ by + czk2 = a kxk2 + b kyk2 + c kzk2

�ab kx� yk2 � bc ky � zk2 � ca kz � xk2 :
Although Lemma 2.2 addresses the case of 3, its �ndings extend to more

general scenarios. For investigation concerning the n case, refer to Lemma
1.1 in Zegeye and Shahzad [37]. It is noteworthy that in Lemma 2.2, the
conditions a; b; c 2 [0; 1] are not necessary.
In this paper�s subsequent sections, we assume that there exists a common

�xed point for nonlinear mappings. A simpli�ed version of the common �xed
point theorem for nonexpansive mappings can be articulated in the context
of a real Hilbert space as follows:



ITERATIVE SCHEME GENERATING METHOD 5

Theorem 2.1 ([4, 8, 13]). Let C be a nonempty, closed, convex, and bounded
subset of H. Let S; T : C ! C be nonexpansive mappings such that ST =
TS. Then, S and T possess a common �xed point.

Key assumptions are the commutativity ST = TS of the mappings and
the boundedness of the domain C. For common �xed point theorems about
more general types of mappings, refer to Kondo [17, 19], and articles cited
therein. Additionally, note that setting T as the identity mapping I in
Theorem 2.1, we derive a �xed point theorem for a single nonexpansive
mapping S as SI = IS holds true.

3. Main Result

In this section, we present an iterative scheme generation method. This
method yields various iterative schemes that weakly approximate common
�xed points. For example, the Ishikawa iterative scheme and its variant are
derived from this method, as discussed in the next section. The fundamental
components of the proof have been developed and re�ned in numerous prior
studies; refer to articles cited in Kondo [16].

Theorem 3.1. Let C be a nonempty, closed, and convex subset of a real
Hilbert space H, let S; T : C ! C be quasi-nonexpansive mappings such that
I � S and I � T are demiclosed, where I is the identity mapping. Suppose
that F (S)\F (T ) 6= ;. Let PF (S)\F (T ) denote the metric projection from H
onto F (S)\F (T ). Let fang, fbng, and fcng be sequences of real numbers in
the interval [0; 1] such that an+ bn+ cn = 1 for all n 2 N, limn!1anbn > 0,
and limn!1ancn > 0. De�ne a sequence fxng in C as follows:

x1 2 C : given,
xn+1 = anyn + bnSzn + cnTwn

for all n 2 N, where fyng, fzng, and fwng are sequences in C that satisfy
(3.1)
kyn � qk � kxn � qk , kzn � qk � kxn � qk , and kwn � qk � kxn � qk

for all q 2 F and n 2 N and

(3.2) xn � yn ! 0 , xn � zn ! 0 , and xn � wn ! 0 .

Then, the sequence fxng converges weakly to a point bx 2 F (S) \ F (T ),
where bx � limn!1 PF (S)\F (T )xn.
Proof. First, we show that

(3.3) kxn+1 � qk � kxn � qk

for any q 2 F (S)\F (T ) and n 2 N. To achieve this, let us arbitrarily select
q 2 F (S) \ F (T ) and n 2 N. As S and T are quasi-nonexpansive (2.1), by
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employing (3.1), we have

kxn+1 � qk = kanyn + bnSzn + cnTwn � qk
= kan (yn � q) + bn (Szn � q) + cn (Twn � q)k
� an kyn � qk+ bn kSzn � qk+ cn kTwn � qk
� an kyn � qk+ bn kzn � qk+ cn kwn � qk
� an kxn � qk+ bn kxn � qk+ cn kxn � qk
= kxn � qk ;

as claimed. This indicates three facts: First, fkxn � qkg converges in R for
all q 2 F (S)\F (T ). Second, fxng is bounded. Third, according to Lemma
2.1,

�
PF (S)\F (T )xn

	
converges in F (S) \ F (T ). We denote the limit point

as bx � limn!1 PF (S)\F (T )xn.
Observe that fzng, fwng, fSzng, and fTwng are bounded. Indeed, as

fxng is bounded, from (3.1), it follows that fzng and fwng are also bounded.
Let q 2 F (S). As S is quasi-nonexpansive, we have

kSznk � kSzn � qk+ kqk
� kzn � qk+ kqk :

As fzng is bounded, fSzng is also bounded. Similarly, fTwng is also
bounded.
We prove that

(3.4) yn � Szn ! 0 and yn � Twn ! 0:

Choose q 2 F (S) \ F (T ) arbitrarily. Using Lemma 2.2 and (3.1) yields

kxn+1 � qk2

= kan (yn � q) + bn (Szn � q) + cn (Twn � q)k2

= an kyn � qk2 + bn kSzn � qk2 + cn kTwn � qk2

�anbn kyn � Sznk2 � bncn kSzn � Twnk2 � cnan kTwn � ynk2

� an kyn � qk2 + bn kzn � qk2 + cn kwn � qk2

�anbn kyn � Sznk2 � bncn kSzn � Twnk2 � cnan kTwn � ynk2

� kxn � qk2

�anbn kyn � Sznk2 � bncn kSzn � Twnk2 � cnan kTwn � ynk2 :

As bncn kSzn � Twnk2 � 0, we obtain

anbn kyn � Sznk2 + ancn kyn � Twnk2 � kxn � qk2 � kxn+1 � qk2 :
As fkxn � qkg is convergent, the right-hand side converges to 0. Using the
hypotheses limn!1anbn > 0 and limn!1ancn > 0, we obtain (3.4), as
asserted.
Our next aim is to demonstrate that

(3.5) zn � Szn ! 0 and wn � Twn ! 0:
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Using (3.2) and (3.4) yields

kzn � Sznk � kzn � xnk+ kxn � ynk+ kyn � Sznk ! 0:

The statement wn � Twn ! 0 can be veri�ed similarly.
Our goal is to prove that xn * bx �� limk!1 PF (S)\F (T )xk�. Let fxnig

be a subsequence of fxng. As fxnig is bounded, there exists a subsequence�
xnj
	
of fxnig such that xnj * p for some p 2 H. From (3.2), we have

znj * p and wnj * p. As I � S and I � T are demiclosed (2.2), from (3.5),
we obtain p 2 F (S) \ F (T ). Thus, from a property (2.3) of the metric
projection, the following holds:


xnj � PF (S)\F (T )xnj ; PF (S)\F (T )xnj � p
�
� 0

for all j 2 N. As xnj * p and PF (S)\F (T )xn ! bx, we have hp�bx; bx�pi � 0,
which implies that p = bx. Therefore, for any subsequence fxnig of fxng,
there exists a subsequence

�
xnj
	
of fxnig such that xnj * p = bx. This

indicates that xn * bx. The proof is completed. �

A weak approximation method for a �nite family of mappings can be
established using a generalized version of Lemma 2.2.

4. Derivative Results

This section presents convergence results derived from Theorems 3.1.
Throughout this section, we maintain the following setting:

(?) Let C be a nonempty, closed, and convex subset of a real Hilbert
space H, let S; T : C ! C be quasi-nonexpansive mappings such that I �S
and I � T are demiclosed, where I is the identity mapping. Suppose that
F (S)\F (T ) 6= ;. Let PF (S)\F (T ) denote the metric projection from H onto
F (S)\F (T ). Let fang, fbng, and fcng be sequences of real numbers in the
interval [0; 1] such that an+ bn+ cn = 1 for all n 2 N, limn!1anbn > 0, and
limn!1ancn > 0.

We begin with a simple case. Set yn = zn = wn = xn in Theorem 3.1,
where the required conditions (3.1) and (3.2) are satis�ed. This operation
yields the following corollary:

Corollary 4.1. Assume the setting (?). De�ne a sequence fxng in C as
follows:

x1 2 C : given,
xn+1 = anxn + bnSxn + cnTxn

for all n 2 N. Then, the sequence fxng converges weakly to a point bx 2
F (S) \ F (T ), where bx � limn!1 PF (S)\F (T )xn.
The iterative rule in Corollary 4.1 is a version of a Mann type iterative

scheme; see Theorem 3.2 in Kondo and Takahashi [23].
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Next, setting zn = wn = xn and yn = �nxn+�nSxn+�nTxn in Theorem
3.1, we obtain the following corollary. For an illustration, a complete proof
is provided without relying on Theorem 3.1.

Corollary 4.2. Assume the setting (?). Let f�ng, f�ng, and f�ng be se-
quences of real numbers in the interval [0; 1] such that �n + �n + �n = 1 for
all n 2 N and �n ! 1. De�ne a sequence fxng in C as follows:

x1 2 C : given,
yn = �nxn + �nSxn + �nTxn;

xn+1 = anyn + bnSxn + cnTxn

for all n 2 N. Then, the sequence fxng converges weakly to a point bx 2
F (S) \ F (T ), where bx � limn!1 PF (S)\F (T )xn.
Proof. First, we prove that

(4.1) kyn � qk � kxn � qk
for all q 2 F (S) \ F (T ) and n 2 N. Select q 2 F (S) \ F (T ) and n 2 N
arbitrarily. As S and T are quasi-nonexpansive (2.1), it follows that

kyn � qk = k�nxn + �nSxn + �nTxn � qk
= k�n (xn � q) + �n (Sxn � q) + �n (Txn � q)k
� �n kxn � qk+ �n kSxn � qk+ �n kTxn � qk
� �n kxn � qk+ �n kxn � qk+ �n kxn � qk
= kxn � qk :

Using (4.1), we show that

(4.2) kxn+1 � qk � kxn � qk
for all q 2 F (S) \ F (T ) and n 2 N. As S and T are quasi-nonexpansive, it
follows that

kxn+1 � qk = kan (yn � q) + bn (Sxn � q) + cn (Txn � q)k
� an kyn � qk+ bn kSxn � qk+ cn kTxn � qk
� an kxn � qk+ bn kxn � qk+ cn kxn � qk
= kxn � qk :

Thus, (4.2) holds true, as claimed. Consequently, it follows that (a) fkxn � qkg
is convergent in R; (b) fxng is bounded; (c) From Lemma 2.1,

�
PF (S)\F (T )xn

	
is convergent in F (S) \ F (T ). From (c), bx � limn!1 PF (S)\F (T )xn exists
in F (S) \ F (T ).
From (b), we can show that fSxng and fTxng are bounded. Indeed, for

q 2 F (S),
(4.3) kSxnk � kSxn � qk+ kqk � kxn � qk+ kqk :
As fxng is bounded, we can conclude that fSxng is also bounded. The
assertion that fTxng is bounded can be demonstrated similarly.
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Observe that

(4.4) xn � yn ! 0:

It is true that

kxn � ynk = kxn � (�nxn + �nSxn + �nTxn)k
� (1� �n) kxnk+ �n kSxnk+ �n kTxnk :

As �n ! 1, we have �n ! 0 and �n ! 0. As both fSxng and fTxng are
bounded, we conclude that xn � yn ! 0, as asserted.
Let us prove that

(4.5) yn � Sxn ! 0 and yn � Txn ! 0:

Using q 2 F (S) \ F (T ), Lemma 2.2, and (4.1), we have

kxn+1 � qk2

= kan (yn � q) + bn (Sxn � q) + cn (Txn � q)k2

= an kyn � qk2 + bn kSxn � qk2 + cn kTxn � qk2

�anbn kyn � Sxnk2 � bncn kSxn � Txnk2 � cnan kTxn � ynk2

� an kxn � qk2 + bn kxn � qk2 + cn kxn � qk2

�anbn kyn � Sxnk2 � bncn kSxn � Txnk2 � cnan kTxn � ynk2

= kxn � qk2

�anbn kyn � Sxnk2 � bncn kSxn � Txnk2 � cnan kTxn � ynk2 :

As bncn kSxn � Txnk2 � 0, it holds that

anbn kyn � Sxnk2 + ancn kyn � Txnk2 � kxn � qk2 � kxn+1 � qk2 :

From (a) and the hypotheses limn!1anbn > 0 and limn!1ancn > 0, we
obtain (4.5), as claimed. From (4.4) and (4.5), it follows that

(4.6) xn � Sxn ! 0 and xn � Txn ! 0:

Our aim is to show that xn * bx �� limk!1 PF (S)\F (T )xk�. Let fxnig be
a subsequence of fxng. From (b), fxnig is bounded. Thus, there exists a
subsequence

�
xnj
	
of fxnig such that xnj * p for some p 2 H. As I � S

and I � T are demiclosed (2.2), from (4.6), we have that p 2 F (S) \ F (T ).
From (2.3), it holds that


xnj � PF (S)\F (T )xnj ; PF (S)\F (T )xnj � p
�
� 0

for all j 2 N. As xnj * p and PF (S)\F (T )xn ! bx, it follows that hp � bx;bx� pi � 0, which implies that p = bx. This completes the proof. �

Compare the iterative scheme in Corollary 4.2 with the Ishikawa type
(1.1).
Additionally, we obtain the following result:
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Corollary 4.3. Assume the setting (?). Let f�ng and f�ng be sequences of
real numbers in the interval [0; 1] such that

(4.7) �n ! 1 and �n ! 1:

De�ne a sequence fxng in C as follows:

x1 2 C : given,(4.8)

zn = �nxn + (1� �n)Txn;
wn = �nxn + (1� �n)Sxn;

xn+1 = anxn + bnSzn + cnTwn

for all n 2 N. Then, the sequence fxng converges weakly to a point bx 2
F (S) \ F (T ), where bx � limn!1 PF (S)\F (T )xn.
Proof. From Theorem 3.1, it is su¢ cient to demonstrate that

(4.9) kzn � qk � kxn � qk and kwn � qk � kxn � qk
for all q 2 F (S) \ F (T ) and n 2 N and
(4.10) xn � zn ! 0 and xn � wn ! 0:

First, we verify (4.9). Choose q 2 F (S) \ F (T ) and n 2 N arbitrarily. As
T is quasi-nonexpansive (2.1) and q 2 F (T ), we have

kzn � qk = k�n (xn � q) + (1� �n) (Txn � q)k
� �n kxn � qk+ (1� �n) kTxn � qk
� �n kxn � qk+ (1� �n) kxn � qk
= kxn � qk :

Similarly, employing the hypothesis that S is quasi-nonexpansive, we can
also show that kwn � qk � kxn � qk, as claimed.
It follows that

(4.11) kxn+1 � qk � kxn � qk
for all q 2 F (S) \ F (T ) and n 2 N. In fact, as S and T are quasi-
nonexpansive, using (4.9) yields

kxn+1 � qk � an kxn � qk+ bn kSzn � qk+ cbn kTwn � qk
� an kxn � qk+ bn kzn � qk+ cbn kwn � qk
� an kxn � qk+ bn kxn � qk+ cbn kxn � qk
= kxn � qk :

This shows that (4.11) holds true, as stated. From (4.11), it is evident that
fxng is bounded. Applying the same reasoning as in the proof of Corollary
4.2 concerning (4.3), we conclude that fSxng and fTxng are also bounded.
Finally, we demonstrate (4.10). It holds that

kxn � znk = kxn � [�nxn + (1� �n)Txn]k
= (1� �n) kxn � Txnk :
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As fxng and fTxng are bounded, using the condition �n ! 1 in (4.7), we
deduce that xn � zn ! 0. Similarly, we can show that xn � wn ! 0. The
proof is completed. �

Remark 4.1. Notice that zn (respectively wn) in (4:8) only depends on the
mapping T (respectively S), at least directly. When comparing the iterative
scheme in Corollary 4:3 with (1:5), it is apparent that in Corollary 4:3, the
additional conditions in (4:7) are required. However, Corollary 4:3 can be
established without relying on mean-valued sequences such as those in (1:5).

A multi-step iterative scheme is also derived:

Corollary 4.4. Assume the setting (?). Let f�ng, f�ng, f�ng,
�
�0n
	
, f�0ng,

f� 0ng,
�
�00n
	
, f�00ng, and f� 00ng be sequences of real numbers in the interval

[0; 1] such that �n + �n + �n = 1, �
0
n + �

0
n + �

0
n = 1, �

00
n + �

00
n + �

00
n = 1 for

all n 2 N,
(4.12) �n ! 1, �0n ! 1, and �00n ! 1:

De�ne a sequence fxng in C as follows:

x1 2 C : given,
wn = �

00
nxn + �

00
nSxn + �

00
nTxn;

zn = �
0
nwn + �

0
nSwn + �

0
nTwn;

yn = �nzn + �nSzn + �nTzn;

xn+1 = anyn + bnSyn + cnTyn

for all n 2 N. Then, the sequence fxng converges weakly to a point bx 2
F (S) \ F (T ), where bx � limn!1 PF (S)\F (T )xn.
Proof. According to Theorem 3.1, it is su¢ cient to demonstrate that

kyn � qk � kxn � qk for all q 2 F (S) \ F (T ) and n 2 N and
xn � yn ! 0:

Let q 2 F (S) \ F (T ) and n 2 N. As S and T are quasi-nonexpansive, it
follows that

(4.13) kwn � qk � kxn � qk :
This veri�cation can be conducted as follows:

kwn � qk =
�00nxn + �00nSxn + � 00nTxn � q(4.14)

� �00n kxn � qk+ �00n kSxn � qk+ � 00n kTxn � qk
� kxn � qk :

Similarly, we have

kzn � qk � kwn � qk , kyn � qk � kzn � qk , and(4.15)

kxn+1 � qk � kyn � qk :(4.16)
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From (4.13) and (4.15), we derive the inequality kyn � qk � kxn � qk for all
q 2 F (S) \ F (T ) and n 2 N.
From (4.13), (4.15), and (4.16), we have

kxn+1 � qk � kxn � qk ;

which implies that the sequence fxng is bounded. Additionally, considering
(4.13) and (4.15), we conclude that the sequences fyng, fzng, and fwng are
bounded as well. Consequently, the sequences fSxng, fTxng, fSyng, fTyng,
and so forth, are also bounded. These facts can be ascertained as (4.3) in
the proof of Corollary 4.2.
Observe that

(4.17) wn � xn ! 0:

Indeed, as fxng, fSxng, fTxng are bounded and �00n ! 1 it follows that

kwn � xnk =
�00nxn + �00nSxn + � 00nTxn � xn

�
�
1� �00n

�
kxnk+ �00n kSxnk+ � 00n kTxnk ! 0:

Similarly, by considering �0n ! 1 and �n ! 1, we can demonstrate that

(4.18) zn � wn ! 0 and yn � zn ! 0:

Finally, using (4.17) and (4.18), we obtain

kxn � ynk � kxn � wnk+ kwn � znk+ kzn � ynk ! 0:

This concludes the proof. �

In Corollary 4.4, if �00n = 1, then wn = xn and the following iterative
scheme is deduced:

zn = �
0
nxn + �

0
nSxn + �

0
nTxn;

yn = �nzn + �nSzn + �nTzn;

xn+1 = anyn + bnSyn + cnTyn;

where an initial point x1 2 C is given. This is a version of the three-step
iterative scheme; see Noor [28], Dashputre and Diwan [7], Phuengrattana
and Suantai [29], and Chugh et al. [6]. The next corollary is also derived
from Theorem 3.1:

Corollary 4.5. Assume the setting (?). Let f�ng, f�ng, f�ng,
�
�0n
	
, f�0ng,

f� 0ng,
�
�00n
	
, f�00ng, and f� 00ng be sequences of real numbers in the interval

[0; 1] such that �n + �n + �n = 1, �
0
n + �

0
n + �

0
n = 1, �

00
n + �

00
n + �

00
n = 1 for

all n 2 N, and

(4.19) �n ! 1:
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De�ne a sequence fxng in C as follows:

x1 2 C : given,
wn = �

00
nxn + �

00
nSxn + �

00
nTxn;

zn = �
0
nxn + �

0
nSwn + �

0
nTwn;

yn = �nxn + �nSzn + �nTzn;

xn+1 = anxn + bnSyn + cnTyn

for all n 2 N. Then, the sequence fxng converges weakly to a point bx 2
F (S) \ F (T ), where bx � limn!1 PF (S)\F (T )xn.
Proof. From Theorem 3.1, it is su¢ cient to show that

kyn � qk � kxn � qk for all q 2 F (S) \ F (T ) and n 2 N and
xn � yn ! 0:

Choose q 2 F (S) \ F (T ) and n 2 N arbitrarily. We demonstrate that
kyn � qk � kxn � qk. Following the same steps as in (4.14), we have
(4.20) kwn � qk � kxn � qk :
Using (4.20), we have

(4.21) kzn � qk � kxn � qk :
Indeed,

kzn � qk � �0n kxn � qk+ �0n kSwn � qk+ � 0n kTwn � qk
� �0n kxn � qk+

�
�0n + �

0
n

�
kwn � qk

� �0n kxn � qk+
�
�0n + �

0
n

�
kxn � qk

= kxn � qk :
Similarly, using (4.21), we obtain

(4.22) kyn � qk � kxn � qk ;
as claimed.
Next, observe that

(4.23) kxn+1 � qk � kxn � qk
for all q 2 F (S) \ F (T ) and n 2 N. Indeed, from (4.22),

kxn+1 � qk � an kxn � qk+ bn kSyn � qk+ cn kTyn � qk
� an kxn � qk+ bn kyn � qk+ cn kyn � qk
� an kxn � qk+ bn kxn � qk+ cn kxn � qk
= kxn � qk :

From (4.23), fxng is bounded. Thus, from (4.21), fzng is also bounded. As
S and T are quasi-nonexpansive, fSzng and fTzng are also bounded, which
can be veri�ed as in (4.3) in the proof of Corollary 4.2.
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Finally, we show that xn � yn ! 0. As fxng, fSzng, and fTzng are
bounded and �n ! 1, we obtain

kxn � ynk = kxn � (�nxn + �nSzn + �nTzn)k
� (1� �n) kxnk+ �n kSznk+ �n kTznk ! 0:

The desired result follows from Theorem 3.1. �

Remark 4.2. By comparing (4:19) with (4:12), we �nd that the conditions
�0n ! 1 and �00n ! 1 are dispensable in Corollary 4:5 by adopting the iterative
scheme in Corollary 4:5 instead of that in Corollary 4:4.

We present the following corollary, also derived from Theorem 3.1:

Corollary 4.6. Assume the setting (?). Let f�ng, f�ng, and f�ng be se-
quences of real numbers in the interval [0; 1] such that �n + �n + �n = 1 for
all n 2 N and �n ! 1. De�ne a sequence fxng in C as follows:

x1 2 C : given,

yn = �nxn + �n
1

n

n�1X
k=0

Skxn + �n
1

n

n�1X
l=0

T lxn;

xn+1 = anyn + bnSyn + cnTyn

for all n 2 N. Then, the sequence fxng converges weakly to a point bx 2
F (S) \ F (T ), where bx � limn!1 PF (S)\F (T )xn.
Proof. From Theorem 3.1, it is su¢ cient to demonstrate that

kyn � qk � kxn � qk for all q 2 F (S) \ F (T ) and n 2 N and
xn � yn ! 0:

First, let us verify that

(4.24) kyn � qk � kxn � qk :

Let q 2 F (S) \ F (T ) and n 2 N. As S is quasi-nonexpansive, it holds that 1n
n�1X
k=0

Skxn � q
 = 1

n


n�1X
k=0

Skxn � nq
(4.25)

=
1

n


n�1X
k=0

�
Skxn � q

� � 1

n

n�1X
k=0

Skxn � q
� 1

n

n�1X
k=0

kxn � qk = kxn � qk :
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Similarly, we can establish that
 1nPn�1

l=0 T
lxn � q

 � kxn � qk. Utilizing
these observations, we have

kyn � qk

=

�n (xn � q) + �n
 
1

n

n�1X
k=0

Skxn � q
!
+ �n

 
1

n

n�1X
l=0

T lxn � q
!

� �n kxn � qk+ �n

 1n
n�1X
k=0

Skxn � q
+ �n

 1n
n�1X
l=0

T lxn � q


� kxn � qk ;
as claimed.
We aim to prove that xn � yn ! 0. Given that S and T are quasi-

nonexpansive, employing (4.24) yields

(4.26) kxn+1 � qk � kxn � qk
for all q 2 F (S) \ F (T ) and n 2 N. Consequently, fxng is bounded. Then,n
1
n

Pn�1
k=0 S

kxn

o
and

n
1
n

Pn�1
l=0 T

lxn

o
are also bounded. Indeed, it follows

from (4.25) that 1n
n�1X
k=0

Skxn

 �
 1n

n�1X
k=0

Skxn � q
+ kqk � kxn � qk+ kqk :

As fxng is bounded,
n
1
n

Pn�1
k=0 S

kxn

o
is also bounded. Similarly,

n
1
n

Pn�1
l=0 T

lxn

o
is also bounded.
From the above, we obtain xn � yn ! 0. Indeed, as �n ! 1, it follows

that

kxn � ynk =
xn �

 
�nxn + �n

1

n

n�1X
k=0

Skxn + �n
1

n

n�1X
l=0

T lxn

!
� (1� �n) kxnk+ �n

 1n
n�1X
k=0

Skxn

+ �n
 1n

n�1X
l=0

T lxn

! 0:

This completes the proof. �

Apart from Corollaries 4.1�4.6, various iterative schemes can be derived
from Theorem 3.1.

5. Application

In this section, we apply a result obtained in this study to the variational
inequality problem (VIP). The following classes of mappings are frequently
referred in the literature. A mapping A : C ! H is called K-Lipschitz
continuous if there exists K > 0 such that kAx�Ayk � K kx� yk for
all x; y 2 C, where C is a nonempty subset of a real Hilbert space H. A
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mapping A : C ! H is called monotone if 0 � hx� y; Ax�Ayi for all
x; y 2 C. A mapping A : C ! H is called �-inverse strongly monotone if
there exists � > 0 such that

(5.1) � kAx�Ayk2 � hx� y; Ax�Ayi

for all x; y 2 C; see [5, 25]. An �-inverse strongly monotone mapping
A : C ! H is monotone and (1=�)-Lipschitz continuous.
For a mapping A : C ! H, the set of solutions to the VIP is denoted by

(5.2) V I (C;A) = fx 2 C : hy � x; Axi � 0 for all y 2 Cg :

The VIPs are directly linked to optimization problems under appropriate
settings. For instance, this connection is evidenced in the work of Toyoda
and Takahashi [33]:

Proposition 5.1. For a mapping A : H ! H, the set (5:2) of solutions to
the VIP coincides with the set of null points of A, that is, V I (H;A) = A�10,
where A�10 = fx 2 H : Ax = 0g.

Proof. The inclusion V I (H;A) � A�10 follows from the de�nition of V I (H;A).
Let x 2 V I(H;A) be arbitrary to show inverse inclusion. Then, it follows
from (5.2) that

hy � x; Axi � 0 for all y 2 H:

Setting y = x�Ax 2 H, we have h�Ax; Axi � 0. Consequently, we obtain
Ax = 0, which means that x 2 A�10. This completes the proof. �

Let H = R and interpret A as a derivative f 0 of a real-valued function
f de�ned on R. Then, V I (R; f 0) is the set of points x 2 R that satis�es
f 0(x) = 0.
The following facts are crucial for applying �xed point theory to VIPs:

Proposition 5.2. Let A be a mapping from C into H, where C is a non-
empty subset of H. Then, the following holds:
(a) If A is �-inverse strongly monotone, then I � �A is a nonexpansive

mapping from C into H for all � 2 [0; 2�], where I is the identity mapping
de�ned on C.
(b) Suppose that C is closed and convex. Then, it holds that V I (C;A) =

F (PC (I � �A)) for all � > 0, where PC is the metric projection from H
onto C.
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Proof. (a) Let � 2 [0; 2�]. As A is �-inverse strongly monotone (5.1), it
holds that

k(I � �A)x� (I � �A) yk2

= kx� y � � (Ax�Ay)k2

= kx� yk2 � 2� hx� y; Ax�Ayi+ �2 kAx�Ayk2

� kx� yk2 � 2�� kAx�Ayk2 + �2 kAx�Ayk2

= kx� yk2 � � (2�� �) kAx�Ayk2

� kx� yk2

for all x; y 2 C. This implies that I � �A is nonexpansive.
(b) Let � > 0. From the properties of metric projections, we have the

desired result as follows:

x 2 F (PC (I � �A))
() x = PC (x� �Ax)
() h(x� �Ax)� x; x� yi � 0 for all y 2 C
() h��Ax; x� yi � 0 for all y 2 C
() hAx; x� yi � 0 for all y 2 C
() x 2 V I (C;A) :

�

From (a) in Proposition 5.2, PC (I � �A) is a nonexpansive mapping from
C into itself if � 2 [0; 2�]. Consequently, from (b) and Theorem 2.1, the set
V I (C;A) is a nonempty, closed, and convex subset of C if C is a nonempty,
closed, convex, and bounded subset of H. For contributions regarding the
VIPs, see Yamada [36], Takahashi and Toyoda [33], Xu and Kim [35], and
Truong et al. [34].
Proposition 2.1 states that a nonexpansive mapping with a �xed point is

quasi-nonexpansive and ful�lls the condition (2.2). By integrating Corollary
4.2 with Proposition 5.2, we derive result that explicitly illustrates how to
approximate a common solution to a �xed point problem and a VIP:

Theorem 5.1. Let C be a nonempty, closed, and convex subset of a real
Hilbert space H and let S : C ! C be a nonexpansive mapping. Let A : C !
H be an �-inverse strongly monotone mapping and let � 2 [0; 2�]. Suppose
that


 � F (S) \ V I(C;A) 6= ;:
Let fang, fbng, and fcng be sequences of real numbers in the interval [0; 1]
such that an+bn+cn = 1 for all n 2 N, limn!1anbn > 0, and limn!1ancn >
0. Let f�ng, f�ng, and f�ng be sequences of real numbers in the interval
[0; 1] such that �n+�n+�n = 1 for all n 2 N and �n ! 1. De�ne a sequence
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fxng in C as follows:

x1 2 C : given,
yn = �nxn + �nSxn + �nPC (I � �A)xn;

xn+1 = anyn + bnSxn + cnPC (I � �A)xn
for all n 2 N. Then, the sequence fxng converges weakly to a point bx 2 
,
where bx � limn!1 P
xn.

6. Appendix

In this study, our focus is on quasi-nonexpansive mappings that sat-
isfy (2.2). This category encompasses nonexpansive mappings and broader
classes of mappings with �xed points. In this section, we introduce the di-
verse classes of mappings addressed in this study, illustrating the extensive
applicability of the �ndings presented herein.
Let H be a real Hilbert space and C be a nonempty subset of H. A

mapping S : C ! H is called
(i) nonexpansive if kSx� Syk � kx� yk for all x; y 2 C,
(ii) nonspreading [15] if 2 kSx� Syk2 � kx� Syk2 + kSx� yk2 for all

x; y 2 C,
(iii) hybrid [32] if 3 kSx� Syk2 � kx� yk2 + kx� Syk2 + kSx� yk2 for

all x; y 2 C.
The de�nition of a nonexpansive mapping overlaps with Section 2. We

provide Example 6.1 to illustrate that the class of nonspreading mappings
includes mappings that are not continuous. The de�nition of hybrid map-
ping (iii) is obtained by summing up the conditions (i) and (ii).
The class of generalized hybrid mappings encompasses these three types

(i)�(iii) of mappings simultaneously. A mapping S : C ! H is said to be
(iv) generalized hybrid [14] if there exist �; � 2 R such that

(6.1) � kSx� Syk2 + (1� �) kx� Syk2 � � kSx� yk2 + (1� �) kx� yk2

for all x; y 2 C. Setting � = 1 and � = 0 in (6.1), we have the con-
dition (i) of nonexpansive mappings. Therefore, the class of generalized
hybrid mappings contains nonexpansive mappings as special cases. Substi-
tuting (�; �) = (2; 1) and (3=2; 1=2) in (6.1), we derive the conditions of
nonspreading mappings (ii) and hybrid mappings (iii), respectively. Thus,
nonspreading and hybrid mappings are also included in the class of gener-
alized hybrid mappings as special cases. Another type of mappings called
�-hybrid [1] is also within the class of generalized hybrid mappings.
According to Kocourek et al. [14], the following holds:

Proposition 6.1 ([14]). Let C be a nonempty subset of H and let S : C !
H be a generalized hybrid mapping. Then, the following assertions hold:
(i) The mapping S is quasi-nonexpansive when F (S) 6= ;;
(ii) Assume that C is closed and convex. Then, I � S is demiclosed.



ITERATIVE SCHEME GENERATING METHOD 19

Kocourek et al. proved weak convergence theorems for �nding �xed points
of S. According to Proposition 6.1, mappings such as nonexpansive, non-
spreading, hybrid, and �-hybrid with �xed points are quasi-nonexpansive
and satisfy the condition (2.2). Consequently, the mappings of these classes
fall within in the category addressed in this study.
Finally, we provide an example of a nonspreading mapping to show that

the class of mappings includes a mapping that is not continuous:

Example 6.1 ([21]). Let H = C = R and de�ne a mapping S : R! R as
follows:

Sx =

�
1 if x > A;
0 if x � A;

where A 2 R is a constant.

According to Kondo [21], the mapping S is nonspreading if and only
if A �

p
2. Assume that A �

p
2. In this scenario, the mapping S is

nonspreading and it is generalized hybrid. As S has a �xed point 0 2 R, from
Proposition 6.1, S is quasi-nonexpansive and I � S is demiclosed. Thus, it
belongs to the class discussed in this study, even though it is not continuous.
For other examples, refer to Igarashi et al. [10], Hojo et al. [9], Kondo [16],
and articles cited therein.
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